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Abstract 

This deliverable defines the use cases, Key Performance Indicators (KPIs) and corresponding 

requirements, in order to provide guidelines and references for all Work Packages within the 

framework of FANTASTIC-5G. Furthermore, the functional building blocks of the anticipated 5G air 

interface are analyzed. Finally, the implementation of the projectôs two system-level simulators is 

described. This includes the calibration of the simulators, as well as the selection of parameters and 

models. 
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Executive Summary 

5G will have to cope with a high degree of heterogeneity in terms of services, device classes, 

deployment types, environments and mobility levels. 

FANTASTIC-5G will design the air interface of the 5G cellular networks for below 6 GHz with 

the main objective of leading the definition of the next generation air interface below 6 GHz in 

standardization. 

FANTASTIC-5G advocates a single air interface for 5G, which is flexible, versatile, scalable 

and efficient in order to address the requirements of the beyond 2020 era. These requirements 

concern a wide variety of aspects ranging from ubiquitous low-cost integrated access to high-

rate services/applications, to energy consumption, as well as the massive number of connected 

devices with very different characteristics. 

This deliverable defines the use cases, Key Performance Indicators (KPIs) and corresponding 

requirements, in order to provide guidelines as a reference to all Work Packages for their 

activities, in the framework of FANTASTIC-5G.  

The five core services of the project, i.e.: 

1. Mobile BroadBand (MBB) 

2. Massive Machine Communications (MMC) 

3. Mission Critical Communications (MCC) 

4. Broadcast/Multicast Services (BMS) 

5. Vehicle-to-vehicle and vehicle-to-infrastructure communications (V2X) 

Core services are combined to form several use cases with their own KPIs and requirements, 

and the down-selection of the most representative and challenging use cases are performed via 

an agreed set of criteria. Finally, aspects on Air interface framework and implementation and 

calibration of system-level simulators are analyzed in this document. 
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1 Introduction 

1.1 Objective of the document  

The main objective of the document is to define use cases, KPIs, and corresponding 

requirements used as references in the framework of the FANTASTIC-5G project. The 

distribution of core services into several use cases with their own KPIs and requirements, and 

the down-selection of the most representative and challenging use cases are performed via an 

agreed set of criteria, as described in Section 2.3. 

Moreover, this document analyzes the air interface framework high-level description, while the 

implementation (as the project focuses mainly on PHY and MAC layers) and calibration of 

system-level simulators are also carried out. This deliverable will serve as a reference for all 

work packages providing guidelines for the development of technical solutions, simulations and 

demonstrations. 

1.2 Structure of the document  

The document first reports the definitions of the identified KPIs (e.g., based on NGMN, 3GPP 

definitions etc.). Then section 2 describes the selected use cases, with associated KPIs and 

requirements that will drive the achievement of a unique air interface meeting all the KPIs of the 

5 identified core services. 

Section 3 describes the projectôs approach of harmonizing different services and links within a 

single air interface. Finally, a high level description of the air interface framework is given by 

detailing the main building blocks of the PHY and MAC layers. 

Section 4 focuses on the implementation and calibration of system-level simulators and includes 

simulation parameters, distortion analysis and main characteristics of the simulation tools that 

will be used in the project for achieving its objectives. 
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2 Use cases, KPIs and requirements  

2.1 Overview of core services  

5G systems will be able to facilitate new services with diverse application areas, e.g. connected 

cars, vehicle-to-vehicle coordination, critical control of the power grid, remote presence, tactile 

Internet, and more. These services can be grouped into the following 5 core services: 

¶ Mobile Broadband (MBB) 

¶ Massive Machine Communications (MMC) 

¶ Mission Critical Communications (MCC) 

¶ Broadcast/Multicast Services (BMS) 

¶ Vehicle-to-vehicle and vehicle-to-infrastructure communications (V2X). 

In the framework of the 5 core services identified in the project, 9 KPIs are introduced and 

highlighted along with their corresponding requirement levels. The 5 core services are 

composed into several use cases with their own KPIs and requirements, leading to the list of 

composite services, also referred to as use cases. The down-selection to the most representative 

and challenging use cases is performed via an agreed set of criteria, with a focus on how to 

enable and accurately evaluate them, while fulfilling the needs to 5G in the below 6GHz bands. 

The selection procedure is described in Section 2.3. 

2.1.1 MBB  

5G will have to support mobile broadband connections as of today, but with increased capacity, 

efficiency and data transmission rates. Typical use cases corresponding to MBB are multimedia 

streaming, combinational services including Voice over IP (VoIP) as one of the services, 

internet browsing, videoconferencing, file downloads and uploads to the cloud, some gaming 

services, etc. 

2.1.2 MMC  

MMC can be considered as one part of Machine Type Communications (MTC) [22.368], 

[23.888], [36.888], [45.820], [GP-150354], [RP-141660]. The respective 3GPP term is mMTC 

(massive machine type communications). In MMC typically there is a massive amount of 

sensors/meters/actuators are deployed anywhere in the landscape (e.g. fire sensors in areas with 

high danger of forest fires, sensors for water quality inspection/management, smoke alarm 

detectors, power failure notifications, tamper notifications, actuators to control building access, 

temperature, lighting in buildings or traffic lights in the context of smart cities, etc.) requiring 

access to the wireless network. In most of the cases, MMC traffic involves relatively small 

packets per connection and therefore requires low throughput per device. Additionally, 

transmission per node are typically very sporadic. A typical characteristic of MMC is that the 

sensors must be robust, simple (i.e. low-cost), able to operate on substantially long battery lives 

and reachable in challenging coverage conditions, e.g. indoor and basements. Today, this is also 

known as ñlow-end Internet of Things (IoT)ò. Typical use cases corresponding to MMC are 

smart metering, natural ecosystem monitoring, remote maintenance/control, fleet/parcel 

tracking/tracing, etc. 

2.1.3 MCC  

MCC is chiefly referring to another type of MTC that use wireless connectivity, where 

messages need to be transmitted between the respective communication parties with very low 

response times and very high reliability. The respective 3GPP term is URLLC (ultra reliable 

low latency communications). Typical use cases of MCC are private safety and security 

applications (e.g. video surveillance, intrusion detection), vital sign monitoring, factory 
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automation, etc. Besides MTC-type connections, MCC addresses also person-to-person (P2P) 

communications in the framework of e.g. natural disasters and public safety. 

2.1.4 BMS  

BMS involves simultaneous content delivery in a ñone-to-manyò or ñmany-to-manyò mode. 

Efficient integration of BMS into 5G will render valuable spectrum resources available for other 

(unicast) services. Typical examples of BMS are not only the well-known mobile TV and digital 

radio cases, but also software/firmware updates/downloads; targeted use cases could be 

ñStadium 2.0ò dedicated coverage or ñSmart Citiesò (e.g. digital signage). In the specific case of 

multimedia content delivery, BMS is known as Multimedia Broadcast /Multicast Service 

(MBMS). 

2.1.5 V2X  

V2X implies direct wireless connectivity either between vehicles (Vehicle-to-Vehicle, V2V) or 

between vehicles and the roadside/beyond (Vehicle-to-Infrastructure, V2I) [RP-151109]. Today, 

also known as Intelligent Transportation Systems (ITS), V2X consists of use cases where other 

4 core services (MBB, MMC, MCC and BMS) involve nodes with high speeds. Typical 

examples are road safety (e.g. collision avoidance) which is the combination of V2X with MCC, 

pay-as-you-drive which is the combination of V2X with MMC and infotainment which is the 

combination of V2X with BMS and/or MBB. 

 

2.2 Definition of KPIs 

FANTASTIC-5G has identified a set of 9 KPIs that are relevant for 5G air interface design: 

KPI 0: User experienced data rate   

KPI 1: Traffic density (to achieve high system capacity) 

KPI 2: Latency 

KPI 3: Coverage (to provide ubiquitous access) 

KPI 4: Mobility 

KPI 5: Connection density 

KPI 6: Reliability/availability 

KPI 7: Complexity reduction 

KPI 8: Energy efficiency 

 

Even though many KPIs are self-explanatory, some of them may still need further clarifications. 

The explanations for those KPIs can be found below (taken from [IR2.1] and [38.913]). Further 

definitions of KPIs are provided by [38.913], and by the METIS-II  project.  

KPI 0: User experienced data rate 

User experienced data rate is defined as the 5%-percentile of the user throughput for the non-

full buffer traffic model [38.913]. For non-full buffer traffic, user throughput during active time 

is the ratio between the size of a burst and the time between the arrival of the first packet of a 

burst and the reception of the last packet of the burst. On the other hand, user experienced data 

rate is defined as the 5%-percentile of the user spectrum efficiency times the bandwidth for the 

full buffer traffic model. The 5% user spectrum efficiency depends on the number of active 

users sharing the channel.  
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KPI 1: Data throughput per area 

We adopt the definition in [38.913], where the data throughput per area represents the total 

traffic throughput served per geographic area in Mbit/s/m2. This KPI gives a measure of how 

much traffic a network can serve per unit area. 

 

KPI 2: Latency 

Different latencies can be considered: user plane, control plane and authentication latencies. 

User plane latency is the time it takes to successfully deliver an application layer 

packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 

2/3 SDU egress point via the radio interface in both uplink and downlink directions, where 

neither device nor Base Station reception is restricted by DRX. 

Control plane latency is defined as the time to move from a battery efficient state (e.g., IDLE) to 

start of continuous data transfer (e.g., ACTIVE) [38.913]. 

The authentication latency is defined as the time from the instant the UE sends a request of 

authentication to the instant when the UE receives the authentication reply. 

 

KPI 3: Coverage 

Coverage can be defined in terms of the reachable area/distance around/from the transmitter(s) 

where an adequate sensitivity level is still available, in order to guarantee that the wanted signal 

is received above or at least at the reference sensitivity level of the receiver (it applies both on 

the uplink and on the downlink). Depending on the considered core service, like e.g. MMC, 

coverage may also be defined as the Maximum Coupling Loss (MCL) allowed both on the 

uplink and the downlink (assuming the least value of them), in terms of the difference between 

the transmitter power and the reference sensitivity level of the receiver (taking into account the 

thermal noise density, the receiver noise figure, the interference margin, the occupied channel 

bandwidth, the required SINR and the receiver processing gain). 

 

KPI 4: Mobility  

Mobility means the maximum user speed (in km/h) at which a defined QoS can be achieved. 

 

KPI 5: Number of connected Devices 

Number of connected devices refers to total number of devices fulfilling specific QoS per unit 

area (per km2).  

 

KPI 6: Reliability/Availability  

Reliability  may be assumed equal to (1ïservice dropping rate), where service dropping may 

occur e.g. in case of quite severe multiple interferers received together with the wanted signal, 

even in case of adequate coverage.  

Depending on the considered service, reliability may be defined as the probability of correctly 

transferring a given payload and correctly receiving ACK within the given latency requirement. 

Considering this narrower definition of reliability, one can differentiate between the reliability 

of the control information and the reliability of data. The reliability of control information (e.g. 

frame headers) is usually higher than the reliability of data due to two reasons: (1) the reception 

of control information is a precondition for receiving the data and (2) being able to receive the 
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control information is an indicator that the connection is ñaliveò, which can be used to e.g. 

increase the transmit power to make the connection more robust for the data part. 

Availability  may be assumed to be equal to (1 ï service blocking probability), where service 

blocking probability is due to lack of enough resources to access, grant and provide the service, 

even in case of adequate coverage.  

 

KPI 7: Complexity reduction 

KPI 8: Energy efficiency 

These two KPIs will be assessed in comparison with current standards. The estimated 

complexity and energy consumption should be comparable to todayôs metropolitan 

deployments. Keeping the energy consumption constant while improving the system 

performance implies the need for better energy efficiency. Concerning the energy efficiency, 

from a network perspective, it can be defined as the capability to minimize the RAN energy 

consumption while providing a much better area traffic capacity. From a UE perspective, UE 

energy efficiency means the capability of a UE to sustain much better mobile broadband data 

rate while minimizing the UE modem energy consumption. In order to estimate energy 

efficiency, for base station the energy model defined in [DDL14] and [AGD+11] will be used, 

while for user equipment the energy model defined in [JLM+12] and [LMN13] will be used. 

 

The KPIs can be classified in two categories: 

¶ User Experience KPIs: 0, 2, 4, 6 

¶ System Performance KPIs: 1, 3, 5, 7, 8 

The User Experience KPIs directly impact the QoS and the overall QoE for the user of a given 

service, whilst the System Performance KPIs mostly relate to the service delivery efficiency 

from the mobile network operatorôs (MNOôs) perspective.  

Both categories are equally important, since failing to meet the User Experience KPIs lead to 

lack of customers for delivering (even though efficiently) a service (i.e. meeting the System 

Performance KPIs), whilst failing to meet the System Performance KPIs lead to lack of MNOs 

providing a service (even though remarkably) meeting usersô expectations (i.e. meeting the User 

Experience KPIs).  

3GPPôs definition of KPIs was recently reported in [38.913]. This work is mostly in line with 

the KPIs from FANTASTIC-5G. In the following we discuss how the KPIs used by 3GPP are 

related to the KPIs of FANTASTIC-5G. 

Peak data rate, Peak spectral efficiency. 

Peak metrics are not of primary importance as far as the new RAT evaluations are concerned. 

Therefore, FANTASTIC-5G will not take these metrics into account. If the need for evaluating 

these metrics arises in the course of the project, they will be calculated analytically based on 

highest MCS, number of layers, and the highest supported bandwidth. 

Bandwidth 

In FANTASTIC-5G, bandwidth is not defined as a KPI, but as an input parameter for 

evaluations. 

Latency for infrequent small packets 

FANTASTIC-5G takes into account latency as a KPI, including latency for infrequent small 

packets. 

Inter -system mobility 
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This KPI is not relevant for FANTASTIC-5G since inter-system mobility is beyond the scope of 

the project. 

Handover interruption time  

WP4 has activities related to interruption times, therefore this KPI will be considered for 

evaluation. The handover interruption time is defined as the time period during which a mobile 

station cannot receive service data from any base station. 

Extreme coverage 

Coverage is already a KPI in FANTASTIC-5G. Here, extreme coverage means coverage for a 

large value of ISD (deep rural areas). We already have a use case (50 Mbps everywhere) where 

we plan to investigate the coverage limits of our design by increasing the ISD. This does not 

necessarily require System Level (SL) simulations, we can do it with relatively simpler link 

budget analysis.  

UE battery life 

Energy/power efficiency is one of FANTASTIC-5Gôs KPIs and the power consumption on the 

network side and the UE will be evaluated within SL simulations. To this end, we will use 

energy models for the base station, e.g. [DDL14], [AGD+11], and energy models for the user 

equipment, e.g. [JLM+12] and [LMN13]. 

Cell /Transmission Point/TRP spectral efficiency,   5th percentile user spectrum efficiency 

These aspects will be addressed through the SL simulations (full buffer) to be carried out in 

FANTASTIC-5G. 
 

2.3 Use cases 

FANTASTIC-5G has selected seven use cases, which are anticipated to provide a representative 

picture of the challenges in future 5G networks. The use case analysis takes into account 

existing previous work. In particular, it was decided to perform the analysis on the basis of the 

NGMN white paper [ITU2083], the SA1 study SMARTER [22.891], and the FP7 project 

METIS [MET1.1]. This provides a fairly comprehensive list of use cases that covers the state of 

the art. From this shortlist, FANTASTIC-5G has selected the most representative and 

challenging use cases via the following agreed set of criteria. 

1. select use cases not covered by LTE and LTE-Advanced or even earlier RATs; 

2. select use cases not covered by higher frequencies (e.g. above 6 GHz) RATs; 

3. select use cases that encompass and are more demanding than other use cases (in terms 

of KPIs and corresponding requirements) composed by the same core services; 

4. select use cases that are more representative of an NGMN use case category ; 

5. select uses cases collecting more preferences among operators (e.g. because of being 

able to address new services and/or markets and therefore expected to be more successful); 

6. select use cases whereby simulations can be carried out with the simulators made 

available in the framework of the project; 

7. select use cases in line with the ongoing activity in 3GPP (in order to be able to 

contribute first to the feasibility study and then to the normative work in 3GPP). 

The above selection process leads to the seven use cases described as follows. A detailed 

description of the selection process can be found in [IR2.1]. The KPIs and corresponding 

requirements for all the selected use cases are described in Appendix 7.1. 
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2.3.1 Use case 1: 50 Mbps everywhere  

The demand for very high data rate Internet access at any time and at any place is constantly 

increasing. The ubiquitous capacity demands of future users will be challenging to satisfy in 

areas with sparse network infrastructure, such as scarcely populated areas, rural and even 

suburban areas. 

While cell densification is promising for boosting the capacity in future urban environment with 

higher frequencies RATs, wide coverage solutions as well as flexible, energy and cost efficient 

solutions must be developed in future wireless communication systems to provide ubiquitous 

coverage in suburban and more or rather remote rural areas. 

Therefore, the seamless wide-area coverage scenario aims at providing seamless service to the 

users everywhere. This implies a consistent user experience, including the more challenging 

situations in terms of coverage, from urban to suburban and rural areas, that can be offered by 

offering a minimal data rate that is guaranteed everywhere. More specifically, this data rate is 

50 Mbps in DL and 25 Mbps in UL and it is meant as the minimal user data rate and not the 

theoretical peak rate of a a single user. Furthermore, it is emphasized that this user data rate has 

to be consistently delivered across the coverage area, i.e. even at cell edges. 

The target value of 50 Mbps everywhere is meant to be indicative, depending upon the 

evolution of 5G technology, which would cost-effectively support these figures. Both 

infrastructural and end user energy consumption should be minimized. Network cost including 

infrastructural equipment, site rental, energy consumption, etc. is expected to be reduced by 

50%. A diversity of services should be supported, such as file downloading and video 

streaming. 

This use case relates to the core services: MBB 

 

2.3.2 Use case 2: High speed train  

While travelling, passengers will use high quality mobile Internet for information, interaction, 

entertainment or work. Examples are watching a HD movie, interacting with social clouds, 

gaming online, accessing company systems or having a video conference. 

Moreover, the evolution of remote services allows not only the storage of data on a common 

entity, e.g. a server in the Internet, but also the remote execution of applications, e.g. office 

applications. This means that a terminal, e.g. a netbook, can shift complex processing tasks to a 

remote server, whereas the terminal itself only serves as a user interface and therefore can 

relieve its own local processor units. The advantage of these systems lies in the fact that remote 

applications and services can easily and centrally be maintained and updated without user 

interaction. Moreover, the data and applications are accessible to all users regardless of the 

terminal processing capabilities. 

Beyond 2020 people will not only use remote services in stationary or slow-mobility scenarios, 

e.g. in the office, but also on-the-go at higher speeds (e.g. up to a range of 350 - 500 km/h) such 

as on their way to work while using public transport or even high speed trains. 

In such a case users may currently experience a limited QoS level due to failures of mobility 

management, insufficient antenna capabilities and the penetration loss introduced by the train 

(advanced antenna systems at the roof of the train and relay nodes allow for overcoming the 

problems of the penetration loss). The quality degradation becomes more severe especially in 

both rural and mountain areas, where the wireless infrastructure is sparsely populated and the 

path loss becomes large. 
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This makes it very difficult to deploy real-time remote services such as data storage and 

processing with an acceptable QoE on trains that move at high speeds, still providing seamless 

services to the users. 

In order to meet the QoS and QoE demands of such services in such challenging circumstances 

(i.e. high speeds and sparsely deployed geographical areas), new technology solutions must be 

developed (such as short flexible frame numerologies, support for high Doppler in waveform 

design and advanced multi-cell Radio Resource Management ï RRM - solutions). 

This use case relates to the core services: MBB + V2X 

 

2.3.3 Use case 3: Sensor networks  

Small sensors and actuators may be mounted onto stationary or movable objects and enable a 

wide range of applications connected to monitoring, alerting or actuating. Possible applications 

are  

¶ monitoring of materials, structures and critical components, such as buildings, 

applications connected to agriculture or accident prevention via notification of material 

faults,  

¶ gas, water, energy metering for applications linked to utilities,  

¶ pollution, temperature, humidity, noise monitoring,  

¶ power failure notifications, tamper notifications, theft notification, smoke detectors, fire 

detectors, motion sensors and vibration sensors.  

Furthermore, portable objects may be equipped with tiny tags for the purpose of tracking the 

location of the objects or monitoring their usage or environment. 

The devices typically need only to transmit data occasionally, e.g. in the order of every minute, 

hour or week. However, the devices may need to be able to issue an alert quickly. The devices 

may further be used to enable remote actuating, e.g. in the context of smart cities to dynamically 

adapt traffic flows, access or lighting, or in the context of connected buildings to control access, 

temperature, lighting. 

The devicesô notifications are expected to be sent on the uplink either periodically or event-

triggered or triggered by DL messages, with or without acknowledgements on the downlink 

from the network, depending on the type of application. 

The net payload for such applications is typically small, in the order of 20 to 125 bytes per 

message or even more in some special cases, and the latency requirements are often moderate, 

in the range of a few seconds, leading to low throughput requirements due to sporadic small 

packet transmissions. These devices need to be energy efficient, low cost, provide coverage 

extension and they can be used in quantities of tens of billions. 

In terms of energy, they may rely either on tiny batteries (with lifetime up to 10 years) or 

possibly on solar energy or acceleration as an energy source (for object tracking devices); hence 

the overall power dissipation has to be extremely minimized. 

In terms of cost, a sensor device must have a significantly lower cost than a regular handset 

device, i.e. not more than a few euros for the radio part of the sensor. 

In terms of coverage extension, they may require 20 dB extra-coverage compared to the 

coverage provided by legacy systems (but still achieved with the existing network 

infrastructure), in order to cope with indoor location and deep building penetration loss (e.g. in 

case of placement in basements) and with packaging (e.g. in case of metal boxes).    

This use case relates to the core services: MMC. 
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2.3.4 Use case 4: Tactile Internet  

Tactile interaction refers to a system where humans will wirelessly control real and virtual 

objects. Tactile interaction typically requires a tactile control signal and audio and/or visual 

feedback. Tactile Internet makes the cellular network an extension of our human sensory and 

neural system. 

One application falling into this category is the use of software running in the cloud in a way 

that the user, interacting with environment, does not perceive any difference between local and 

remote content. 

With the advent of improved tele-control techniques and assisted manipulation of objects, 

several industries have benefited from the possibility to perform manipulations in remote and 

secure places instead of in-situ. 5G can provide reliable connectivity in ultra-low latency 

conditions for remote tactile interaction in applications such as assembly lines, manufacturing 

environments, remote surgery, remote driving, remote flying of unmanned vehicles, remote 

augmented reality, etc. 

Since trying to perform these manipulations remotely can be extremely challenging, because 

tactile interaction is only perceived as natural when the delay between the tactile senses and the 

associated result is in the ms range, then: 

¶ E2E latency should not exceed 1 ms (therefore a high responsiveness, in terms of real-time 

reaction, is to be expected from the radio interface as well as the network nodes involved); 

¶ reliability is a critical factor in all cases, as performance must not be compromised 

irrespective of the channel conditions; 

¶ security is also important, since the connection must remain intact and secure, without the 

possibility for outsiders to block, modify or steal the connection itself. 

Remote tactile interaction would be essentially unidirectional and asymmetric (from the remote 

tactile center to the object being manipulated), but bidirectional links can also be foreseen in 

cases where a strong feedback is required (e.g. by means of a high-resolution camera located 

next to the object) or in remote augmented reality.  

This use case relates to the core services: MCC 

 

2.3.5 Use case 5: Automatic traffic control / driving  

In the coming years advanced safety applications will appear to mitigate and avoid the road 

accidents, to improve traffic efficiency, and to support the mobility of emergency vehicles. 

In that respect, Cooperative Intelligent Transportation Systems (C-ITS) can address problems 

like traffic jams, increased travel time, fuel consumption, and increased pollution. Cooperative 

active safety systems can warn drivers of dangerous situations and even intervene through 

automatic braking or steering helping the driver to avoid an accident.  

Cooperative driving applications, such as platooning (road trains) and highly automated driving 

car can reduce travel time, fuel consumption, and CO2 emissions and also increase road safety 

and traffic efficiency. In a platoon, vehicles drive close to each other, with an inter-vehicle 

distance of 3 to 5 meters, in an autonomous manner. In particular, the lateral and longitudinal 

position of a vehicle in a platoon is controlled by collecting information about the state of other 

vehicles (e.g. position, velocity and acceleration) through communications. Such a cooperative 

automation system requires high reliable communication and the capability for vehicles to 

receive and process co-operative awareness messages with other involved vehicles within very 

short delays (in the order of 1 ms). 

Information exchange among vehicles will enable the provision of safety hints to the driver or 

warnings about the road status, e.g. constructions, weather conditions, and road hazards. 
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Moreover, not only cooperation between vehicles or between vehicles and infrastructure is 

required, but also the cooperation between vehicles and vulnerable road users (VRUs), e.g. 

pedestrians and cyclists (V2P), through their mobile devices, such as smartphone and tablets, 

will be an important key element to improve traffic safety (whereby dangerous situation with 

VRUs can be avoided by means of Vehicular-to-Device (V2D) communications). 

C-ITS systems rely on timely and reliable exchange of information. Common to most 

applications are real-time requirements and strict requirements on reliability and availability, 

especially when considering high mobility and large message sizes. 

In D2D communications the support of ultra-reliable and low latency communications, while 

leveraging the varying degrees of network assistance, is introduced in localized scenarios with 

focus on public security, emergency and vehicular communications; D2D group call 

communications, where any member of a multicast group may be at the same time the 

transmitter and the receiver of information, lead to a ñmany-to-manyò mode, besides the well 

known ñone-to-manyò broadcast communication. 

This use case relates to core services: MCC + V2X 

 

2.3.6 Use case 6: Broadcast like services: Local, Regional, 
National  

While personalization of communication leads to a reduced demand for legacy broadcast as 

deployed today, e.g. TV, the fully mobile and connected society will nonetheless need efficient 

distribution of information from one source to many destinations. These services may distribute 

contents as done today (typically only downlink), but also provide a feedback channel (uplink) 

for interactive services or acknowledgement information. Both real-time and non-real time 

services are possible. Furthermore, such services are well suited to accommodate the needs of 

vertical industries. These services are characterized by having a wide distribution which can be 

either geo-location focused or address-space focused (many end-users). 

Local services will be active at a cell (compound) level with a reach of for example 1 to 20 km. 

Typical scenarios include stadium services, advertisements, voucher delivery, festivals, fairs, 

and congress/convention. Local emergency services can exploit such capabilities to search for 

missing people or in the prevention or response to crime (e.g. theft). 

Broadcast-like services with a regional reach will be required, for example within 1 to 100 km. 

A typical scenario includes communication of traffic jam information. Regional emergency 

warnings can include disaster warnings. Unlike the legacy broadcast service, the feedback 

channel can be used to track delivery of the warning message to all or selected parties. 

National or even continental/world-reach services are interesting as a substitute or 

complementary to broadcast services for radio or television. Also vertical industries will benefit 

from national broadcast like services to upgrade/distribution of firmware. The automotive 

industry may leverage the acknowledgement broadcast capability to mitigate the need for recall 

campaigns. This requires software patches to be delivered in large scale and successful updates 

to be confirmed and documented via the feedback channel. 

The demand for the delivery of video content over cellular networks is rapidly increasing and is 

seen as one of the most data-hungry services in future networks. It is therefore foreseen a very 

significant amount of shared content in 5G networks. Since the wireless medium is by nature a 

shared one, its full potential can only be exploited by incorporating broadcast and multicast 

mechanisms at the PHY layer of the air interface.  

This use case relates to the core services: BMS 
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2.3.7 Use case 7: Dense urban society below 6GHz  

This use case focuses on urban outdoor (e.g. including streets, urban roads etc.) and indoor  

(e.g., including shopping malls, train stations etc.) environments where a lot of users gather per 

km2. Such a use case would be needed to satisfy demanding requirements for the provisioning 

of applications such as multimedia streaming with high demand in terms of traffic. In order to 

meet the 5G requirements, resource utilization needs to be significantly improved due to 

bandwidth limitations below 6 GHz. This can be realized by e.g. introducing massive MIMO, 

small cells and non-orthogonal access. This extreme resource reuse requires an increased level 

of coordination and effective interference management in order to improve the overall network 

efficiency. Additionally, the integration of moving users/devices (slow-to-moderate vehicle 

speeds), e.g. public transport or cars, needs to be supported. 

 In this use case, primary KPIs are user experienced data rate; traffic density; latency; coverage 

and mobility. Secondary KPIs are the connection density, reliability/availability; complexity 

reduction; energy efficiency. Note that although the connection density is a tertiary KPI for the 

MBB core service (and that the use cases inherit the relative requirement levels from the core 

services that compose them), it is considered as a secondary KPI for this use case. This 

exception is due to the obvious challenge in terms of the high traffic demand in a dense urban 

scenario, which translates into a high number of connection requests. 

It should also be noted that due to the scope of FANTASTIC-5G, this use case focuses 

explicitly on bands below 6GHz.  

This use case relates to the core services: MBB 

 

2.4 Spectrum  

The available bandwidth below 6GHz is an important factor in achieving the ambitious 

requirements of the use cases. Therefore, the ITU World Radio Conference 2015 (WRC-15), 

which took place in November 2015, is an important milestone in the 5G roadmap. In the 

following the main outcome of WRC-15 and the consequences for the FANTASTIC-5G air 

interface is described. Table 2-1 provides an overview on the decisions on IMT-related bands 

below 6GHz. 

Table 2-1:  IMT frequency allocation after WRC-15 

Band 
[MHz] 

IMT band-
width after 

WRC-15 

Potential 5G 
band-width 
below 6GHz 

Comment 

450-
470 

20  Identified for IMT worldwide 

470-
694 

  Potential 3rd digital dividend at later stages of 5G. Put on the 

preliminary agenda of WCR-23 to review the spectrum use of the 
UHF band  470-960 MHz 

694-
790 

96 94 2nd digital dividend. Allocated to mobile on a co-primary basis and 
globally harmonized for IMT 

790-
960 

170  Identified for IMT worldwide 

1427-
1518 

91 91 L-band. Allocated to mobile on a primary basis by WRC-15. The 
bands 1427-1452 and 1492-1518 MHz have been identified for IMT 
worldwide. For Europe we have to subtract 40 MHz (1452-1492 
MHz), since it is not IMT identified in Europe. There is a need to 
ensure the continued operations of the MSS (Mobile Satellite 
Service) in the frequency band 1518-1525 MHz and the BSS 
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(Broadcast Satellite Service) in the frequency band 1452-1492 MHz.  

1710-
2025 

315  Identified for IMT worldwide 

2110-
2200 

90  Identified for IMT worldwide 

2300-
2400 

100  Identified for IMT worldwide 

2500-
2690 

190  Identified for IMT worldwide 

3300-
3400 

 (100) C-band (3300-3800) to be harmonized. Expected for 5G 

3400-
3600 

200 200 
 

Near global for mobile broadband. The entire 400 MHz in the 3400-
3800 MHz band can be used in Europe. 

3600-
3800 

 (200) To be harmonized outside of Europe. Still viewed as critical in some 
countries for satellite. 

4800-
4990 

 (190) Partial IMT identification . To be harmonized. Expected for 5G 

5725-
5925 

 (200) WAS/RLAN extension bands (WRC-19 agenda item 1.16)  

SUM 1272 385 (690)  

In the last row of the table, the second column shows the total allocated IMT band, including 

GSM, DCS, UMTS, and Wimax, while the third column shows the expected 5G bandwidth. In 

parentheses are the numbers that are still to be confirmed and which are on the agenda of WRC-

19. In total, a 5G bandwidth of 1075 MHz (385MHz + 690MHz) is expected for 5G, to be 

shared among operators (excluding the 3rd digital dividend). 185 MHz of these 1075 MHz is 

more suitable for coverage carriers whereas the remaining 890 Mhz is more suitable for capacity 

carriers. 

These bands can be used for 5G (depending on the market conditions/requirements, operator 

priorities and also on the constraints put by the national administrations). Another point to 

underline is that "candidate bands for 5G" (put in the agenda of WRC-19) is understood as 

frequencies above 6 GHz, rather than below 6 GHz. 

The ITU-R report [ITU2290] has estimated the total global spectrum required for IMT in the 

year 2020 to be in the range of 1340 MHz (for lower user density settings) to 1960 MHz (for 

higher user density settings). When comparing this value with the values from Table 2-1: the 

table only shows the estimated 5G bandwidth below 6GHz. Additional frequency bands for 

higher frequencies above 6 GHz are currently being discussed and this will be on the agenda of 

the coming WRC-19. 

3GPP [TR38.913] makes the following assumptions on the available 5G bandwidth below 

6GHz: 

¶ around 700MHz: Up to 20MHz(DL+UL)  

¶ around 4GHz: Up to 200MHz (DL+UL) 
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3 Air Interface Framework  

One of the objectives of task 2.1 of WP2, dedicated to KPIs, requirements and air interface 

framework, is to identify the most relevant enabling technologies (e.g. new waveforms, D2D, 

enhanced MIMO, multi-cell cooperation, flexible spectrum usage...) and assess their relevance 

for achieving the requirements of each use case. This will result in a high-level description of 

the air interface, including main functional blocks with interfaces, and an analysis of how they 

are embedded in an overall 5G system architecture. 

3.1 Harmonization of different services and links 
within a single air interface  

The integration of different services within a single, unified air interface is desirable for 

reducing complexity and enlightening implementation overhead. Inter-RAT handovers indeed 

reduce the efficiency (e.g. in terms of delay and general overhead) and in general a multi RAT 

network can be more expensive to be maintained from an operator perspective. A multi-service 

air interface instead of dedicated solutions will suppose a better utilization of available 

resources due to the flexibility even in short time scales (multiple services being provided using 

the same frequency, potential of using multiple bands for the same service in a very flexible 

manner). Specific devices (e.g. smart phones, cars) may also comprise different use cases 

concurrently benefiting from a single harmonized air interface (e.g. eMBB for streaming, MMC 

for instant messaging, MCC for mobile gaming). 

The 5 identified FANTASTIC-5G core services are driven by different and sometimes 

conflicting KPIs: while the single air-interface will have to support increased capacity, 

efficiency and data transmission rates for MBB use cases, MCC will suppose ultra-reliable and 

low latency communications when MMC use cases will be driven by enlarged coverage, 

connection density and energy efficiency. To connect and harmonize the work being done for 

each service, we will use the concept of Service Integration Drivers (SIDs). There is one SID for 

each core service (that carries the same name with the service). The main role of the core 

service SIDs is to collect different components optimized for each service and to integrate them 

into a service-specific air interface solution (including waveform, frame, control signalling, 

coding, modulation, procedures, retransmission schemes, MIMO etc.).  

However, as the main objective is to achieve compromise between specialized optimization for 

specific services and the goal to only have one single air-interface supporting multiple services, 

we define one SID for composite services (called as the ñOverall SIDò) that achieves a 

compromise between objectives of different services. This compromise is to be achieved by 

accommodating a high degree of heterogeneity, including different traffic/transmission 

characteristics (from massive connection of sporadic small packet transmissions to high-rate 

broadband), device types (from low-end sensors to high-tech tablets), deployments (macro and 

small cells) and mobility (from static to high-speed vehicular). 

Meeting all the requirements for the 5 core services in one single air-interface and be reasonable 

in terms of cost suppose compromises and therefore flexibility so that, instead of achieving all 

the requirements for every user all the time FANTASTIC-5G looks for co-existing 

adaptable/reconfigurable modules (such as new waveforms, user/service specific frame structure 

and control signaling/procedures etc.), which can be adapted to meet the requirements of 

different services and which can be used on demand.  

To conclude FANTASTIC-5G advocates harmonization through a flexible framework designed 

to efficiently multiplex the envisioned 5G services with various levels of data rate, mobility, 

latency and reliability.  
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3.2 Definition of core air interface components  

The air interface connects the terminals with the access network. FANTASTIC-5G considers 

the following technical components for the physical and the MAC layers. For each core service, 

each one having its own set of relevant KPIs as described in section 2, a selection of technical 

components proposed by WPs 3 and 4 will be performed to address these KPIs. The optimal 

PHY/MAC settings will be chosen with the final objective of designing one single air interface 

addressing the 5 core services and meeting the requirements for the 7 use cases. In sections 

3.2.1 and 3.2.2 a listing of the proposed air interface technical components per core service is 

presented. 

3.2.1  PHY layer 

 

¶ Waveform design  

o Pulse shaping, filtering 

o Numerology choices (CP, SC spacing etc) Subcarrier spacing, subcarrier 

bandwidth 

¶ Low Peak-to-Average-Power-Ratio (PAPR) signal design 

¶ Channel coding 

¶ Frame design 

o Time/frequency dimensioning of the block 

o Transmission Time interval (TTI) 

o Duplexing, switching points, etc 

¶ Control channel design 

o Control signal timing 

o Control channel structure and contents 

¶ Massive MIMO 

¶ Detection/decoding schemes 

¶ Channel measurements 

o -Cell-specific reference signals (CRS) 

o -UE-specific reference signals (DM-RS) 

o -Channel State Information (CSI) reference signals (CSI-RS) 

o -Positioning reference signals (PRS) 

o Multicast/Broadcast-specific reference signals 

o Reciprocity-based CSI acquisition (TDD mode) 

o Uplink Channel Sounding (Sounding frequency, reporting period) 

¶ Physical access design/PRACH 

o Cell search,  downlink carrier synchronization and symbol timing acquisition 

o Downlink Measurements 

o Broadcast of system information 

 

3.2.2 MAC layer 

¶ Random access procedure 

o Efficient massive access protocols 

Á One stage vs. two-stage access schemes 

Á Non-Orthogonal access with Time-Alignment Free Transmission 

o Uplink Synchronization 

o Establishment of unique user ID known to UE and network 

Á Contention-based 

Á Contention-free 
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o Connectionless Access 

Á User centric vs. cell centric design 

¶ Radio Resource Management (RRM) 

o Network based interference coordination 

o Inter-cell RRM 

o Flexible spectrum usage 

o Extended Discontinuous Reception (DRX) 

¶ Hybrid Automatic Repeat Request (HARQ) 

¶ Multiple Access (Advanced Multiuser Detection) 

¶ Multi -cell cooperation and advanced multi-antenna/node transmission 

o System level integration of enhanced MIMO (mMIMO) 

o Coverage extension / Enhanced Cell Edge Performance 

o Centralized vs distributed designs 

o Joint transmission 

¶ Advanced connectivity, access coordination, tracking & mobility management 

o Connection mobility procedures, functions for connection establishment and 

release 

o Multi -node connectivity 

o Integration of Device to Device (D2D) communications 

o Integration of small cells 

o Aggregation (carriers, nodes, joint TDD-FDD operation) 

o Efficient and flexible support for Broadcast and Multicast transmissions 
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4 Implementation and calibration of simulators  

4.1 Simulation parameters  

Simulation parameters are classified in two main categories: technology-independent and 

technology-dependent. The technology-independent group of parameters is strictly related to the 

use cases of interest of the FANTASTIC-5G project; therefore, they are completely independent 

on the underlying communication technology. The second group of parameters, instead, 

properly characterizes the main facets of the underlying communication technology.     

Technology-independent parameters include three sub-categories, which are Network 

architecture, Application layer and Channel model parameters. Technology-dependent 

parameters, instead, include three sub-categories, which are Protocol Stack, Physical interface 

and Link-to-System model parameters. 

4.1.1 Technology-independent simulation parameters 

4.1.1.1 Network architecture  

The parameters belonging to the network architecture category describe the overall network 

architecture that should be modelled (i.e., implemented within the system level simulator) for a 

specific use case. They include: 

¶ Presence of base stations: some use cases may not require the presence of base stations 

in the scenario. For example, use cases that include the MCC core service may require 

direct communication between users, without the intervention of the base station. 

Hence, this Boolean parameter reports the presence of base stations for a given use case.   

¶ Inter Site Distance (ISD): distance between base stations. 

¶ Cellular deployment: it describes the position of cells (and base stations). 

¶ User distribution: it describes how users are distributed over the area. In the general 

case, users may be uniformly distributed. However, in each specific use case more 

complex (and realistic) models are introduced.  

¶ Number of clusters per macro cell: number of clusters per macro cell geographical 

area, as defined in [36.897]. In [36.897], the term cluster is used to identify a group of 

neighboring small cells to deploy in each macro cell. Each macro cell can contain 

multiple clusters of small cells.  

¶ Number of small cells per cluster: Number of small cells to create in each small cell 

cluster. 

¶ Radius for user dropping in a small cell cluster: coverage area of a small cell (e.g., 

maximum distance between the user position and the center of the small cell). 

¶ Radius for small cell center dropping in a cluster: maximum distance between the 

center of the cluster and any base station of a small cell. 

¶ Minimum distance (2D): minimum allowed distance between network nodes (macro 

cells/small cells/user terminals). 

¶ Average building height: average height of the buildings within the simulation area. It 

is used in some path loss models. 

¶ User velocity: velocity of the user. 

¶ Mobility model: it describes how users move within the simulated scenario. Mobility 

models may include random walk, constant direction, Manhattan, etc. 

¶ Link type: it describes the type of the communication, including Downlink (between 

base station and mobile terminal), Uplink (between mobile terminal and base station), 

device-to-device, and so on. 



FANTASTIC-5G Deliverable D2.1 

 

Dissemination level: Public Page 30 / 115 

 

4.1.1.2 Application layer  

The parameters belonging to the application layer category refer to the packet generation 

process at the application layer. They include: 

¶ Traffic model: it describes the packet generation process. Possible models may be full 

buffer, constant bit rate, Poisson arrivals, and so on. 

¶ (Average) Packet generation rate: it represents the number of (average) packets 

generated in the unit of time at the application layer. This is a parameter of the 

probabilistic rule/distribution above. 

¶ Packet length: number of bytes stored in each packet generated at the application 

layer2. Some models may consider a constant value. Others may require the introduction 

of a random variable following specific statistics.  

4.1.1.3 Channel model 

The parameters belonging to the channel model category describe the signal loss due to 

propagation phenomena3. They include: 

¶ Path loss: signal loss due to the propagation, possibly dependent on the LoS/NLoS 

propagation conditions.  

¶ Fast fading: signal loss due to multipath propagation.  

¶ Shadowing: signal loss due to slow-fading. 

¶ Penetration loss: signal loss due to the presence of obstacles. 

¶ White noise power density: it indicates the power density of white noise channel model 

4.1.2 Technology-dependent simulation parameters 

4.1.2.1 Protocol stack  

The parameters belonging to the protocol stack category aim at describing the impact of the 

protocol stack on the traffic load generated into the simulated scenario. They include: 

¶ Protocol overhead: number of bytes added to the packet when it goes down through the 

protocol stack. Header of Radio Resource Control (RRC), Packet Data Convergence 

Protocol (PDCP), Radio Link Control (RLC), and Medium Access Control (MAC) 

layers should be considered.4  

¶ Packet scheduler: algorithm implemented by the base station at the MAC layer for 

distributing radio resources among attached users. 

¶ Channel Quality Indicator (CQI) reporting scheme: it describes how the mobile 

terminal generates CQI feedback to send back to the base station through uplink control 

message. It may be periodic or aperiodic. Its configuration includes reporting period, 

wide-band/full-band, and so on.  

                                                      

 
2 Note that FANTASTIC-5G is in charge of simulating the 5G air interface, i.e., from the RRC to the PHY layer. The 

details on the application layer are not essential parameters to be considered. However, most of traffic models 

available in the literature focus on the application layer. As a consequence, we defined the packet length parameter 

as the amount of data generated at the application layer. In order to calculate the amount of data to transmit over 

the 5G air interface (i.e., MAC payload), it is necessary to take care about the overhead introduced by the protocol 

stack. To this end, we also introduced in the following sub section the parameter protocol overhead. 

3 Looking at [36.391], 2 GHz is used as an assumption for the channel propagation model. These models, however, 

are also valid for 2.6 GHz (which represents the carrier frequencies considered in the most of use cases).  

4 As already described before, this parameter is useful to calculate the amount of data to transmit over the 5G air 

interface, given the details provided by traffic models (mainly focused on the application layer). 
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¶ RLC mode: it describes the transmission model implemented by the RLC layer, 

including Transparent Mode (TM), Unacknowledged Mode (UM) and Acknowledged 

Mode (AM). 

¶ Hybrid Automatic Request Question (HARQ): forward error-correcting coding and 

automatic repeat request algorithm implemented at the MAC layer of the protocol stack.  

 

4.1.2.2 Physical interface 

The parameters belonging to the physical interface category represent the most important 

system level parameters and provide all the details related to the physical transmission. They 

include: 

¶ Carrier frequency: center frequency of the transmission bandwidth.  

¶ Bandwidth: width of a range of frequencies used for the transmission. 

¶ Frequency reuse factor: number of adjacent macro cells that use a different set of 

frequencies (i.e., they do not generate interference to each other).  

¶ Number of cells per site: it indicates the number of cells available in each site. The site 

represents the geographical area served by base stations that are physically located in 

the same point. 

¶ Transmission Time Interval (TTI): duration of the time slot used to handle a link layer 

transmission. 

¶ Frame size: it indicates the size of the radio frame 

¶ Frame structure: it indicates the nature of TTIs included in each radio frame. For 

instance, it can describe the Multicast-Broadcast Single-Frequency Network (MBSFN) 

structure used for handling multicast transmissions. 

¶ Resource block width: it indicates the width in Hz of each resource block 

¶ Total number of resource blocks: total number of resource blocks in the entire 

considered bandwidth 

¶ Transmission duplexing: it indicates how downlink and uplink transmissions are 

multiplexed. Possible configurations include Time Division Duplexing (TDD) and 

Frequency Division Duplexing (FDD). 

¶ Transmission mode: it describes the Multiple Input Multiple Output (MIMO) schemes 

used for the transmission. In LTE-A, possible configurations are TM1-TM9 

transmission modes for downlink and TM1-TM2 transmission modes for uplink. Note 

that TM2 for the uplink has a different meaning with respect to the same transmission 

mode defined for the downlink. According to [36.213], in fact, the TM2 for the uplink 

presents similar features of the TM4 for the downlink. 

¶ Base station maximum transmission power: total radio frequency (RF) radiated power 

of the downlink base station transmission. 

¶ Base station noise figure: it represents a degradation of the Signal to Noise Ratio 

(SNR), caused by components in a RF signal chain. It is used for noise calculation of 

received transmissions. 

¶ Antenna height: vertical position of antenna above ground, to be used for path loss 

models. 

¶ Base station antenna configuration: the physical arrangement of base station antenna 

elements (e.g. uniform linear array or cross-polarized). 

¶ Base station antenna spacing: separation between base station antenna elements. 

¶ Antenna polarization: polarization of antenna elements (cross-polarized or linear 

polarization). 

¶ MIMO antenna configuration it is expressed as ὓὼὔ  where ὓ is the number of 

antennas used at the transmitter and while ὔ is the number of antennas in the receiver.   

¶ Antenna type: omnidirectional or directional. In case of using a directional antenna, it is 

necessary to report the number of cells per site. 
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¶ Antenna bearing: azimuth orientation of directional antenna. 

¶ Antenna gain: maximum power gain for directional antenna. 

¶ Antenna horizontal 3dB beamwidth: horizontal beamwidth of directional antenna. 

¶ Antenna maximum horizontal attenuation: signal attenuation outside the horizontal 

beamwidth, for directional antenna. 

¶ Antenna vertical 3dB beamwidth: vertical beamwidth of directional antenna. 

¶ Antenna maximum vertical attenuation: signal attenuation outside of the vertical 

beamwidth, for directional antenna. 

¶ Antenna downtilt: vertical tilting of antenna elements related to the horizontal axis. 

¶ User maximum transmission power: the total maximum radio frequency radiated 

power of user equipment. 

¶ User minimum transmission power: the total minimum radio frequency radiated power 

of user equipment. 

¶ User noise figure: it represents a degradation of the SNR, caused by components in a 

RF signal chain in user terminal. It is used for noise calculation of received 

transmissions. 

¶ User antenna gain: maximum power gain for directional antenna of user equipment. 

¶ User receiver type: User Equipment (UE) receiver type, for MIMO combining and/or 

interference rejection (e.g. MMSE-IRC). 

¶ Handover margin: it indicates the margin (related to the received power) taken into 

consideration for the handover decision process. 

¶ Energy model for the Base station: it defines the amount of energy consumed by the 

base station during a specific period of the time. 

¶ Energy model for the User Equipment: it defines the amount of energy consumed by 

the user equipment during a specific period of the time. 

4.1.2.3 Link-to-system level model 

The parameters belonging to the link-to-system level model describe the abstraction methods for 

the evaluation of the overall channel quality, including the formula used for computing the 

SINR at the receiver side and the estimation of the Block Error Rate (BLER). They are: 

¶ Link-to-system mapping: computation of the equivalent channel quality for a multistate 

channel, e.g. Effective Exponential SNR Mapping (EESM) or Mutual Information 

Effective SINR Metric (MIESM).  

¶ SINR computation: formula used for computing the SINR. Different transmission 

modes and different slot structures (like MBSFN and not-MBSFN) may require 

different equations. 

¶ Error model: it describes the BLER as a function of the SINR and the physical settings. 

It could be provided as a look-up-table.  

¶ Spectral efficiency/TBS: it indicates the number of bits per Hz as a function of both 

SINR and physical settings. For both LTE and LTE-A technologies, it could be 

substituted by tables reporting Transport Block Size values. For the 5G air interface, it 

could be provided through novel look-up-tables. 
 

4.2 Distortion Analysis  

This section briefly outlines the main sources of distortion. Their impacts on the KPIs are 

subject to ongoing detailed investigations in WP3 and WP4. 
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4.2.1 Channel distortion 

Channel distortion effects are usually captured by the channel models selected for each use case. 

(see Section 4.1). This includes path loss (depending on deployment scenario, carrier frequency, 

distance, as well as antenna heights), shadowing (usually a log-normal distribution), indoor 

penetration, as well as fading effects caused by Doppler and delay dispersion, i.e. user mobility 

and multipath propagation. Large-scale effects, like path loss and shadowing, are directly 

implemented in the system level simulators described in Section 4.3. Small-scale effects, like 

Doppler, delay, frequency offsets, and the relative time offsets between user signals due to 

imperfect synchronization will be implemented in the link-level simulations carried out in WP3. 

This will result in a set of curves, simulated for different propagation scenarios, which serve as a 

basis for the system level simulations carried out in WP2.  

4.2.2 RF distortion 

RF distortion includes A/D quantization, clipping noise, oscillator phase noise, I/Q imbalance, 

and power amplifier non-linearity. These distortion effects are especially crucial for higher 

carrier frequencies above 6 GHz. The system level simulations in FANTASTIC-5G do not 

include the modelling of RF distortions. Some effects, like PA non-linearity and phase noise, 

will be included in the link level simulations to be carried out by WP3. For other effects, we 

assume that they can be controlled by selecting hardware components of sufficient quality and 

by using compensation techniques which are not in the scope of FANTASTIC-5G. The 

development of link-to-system models is an ongoing activity in WP3. 

4.2.3 Interference Distortion 

Interference plays a key role in the performance evaluation, since the achievable data rate of 

many transceiver designs depends directly on the userôs SINR. This possibly includes self-

interference (e.g. due to CFO), multiple access interference (e.g. due to synchronization 

mismatch), and also inter-cell interference. Whenever interference has a non-negligible effect 

on the system performance it has to be modeled and included in the system level simulations. 

The resulting SINR depends on the respective transceiver technology developed by WP3/WP4, 

but also on the assumptions on channel and RF distortions. The provision of appropriate SINR 

models is part of the link-to-system (L2S) modeling. 

The work in WP3 on L2S includes the following aspects: 

¶ WP3 will provide information on how to determine SINRs per subchannel, which may 

depend on several environmental parameters (like channel delay spread, Doppler, 

timing misalignment etc). These may be either analytical expressions or look-up tables 

(LUTs).  There is common agreement that a set of LUTs will be required for a given use 

case; however, the total number of LUTs shall be kept small.  

¶ Respective SINR models will be provided by WP3 for each waveform (WF) 

¶ If some distortion effects can be ignored, proper justification will be given (e.g. 

interference level may be considered irrelevant if it is below the operational SINR 

threshold)  

¶ The influence of channel estimation errors can be modelled as in LTE evaluation. For 

that purpose, each partner in WP3 will check whether assumptions on the waveform / 

signalling are the same as those assumed for LTE evaluations. 

The implications for WP2 are as follows. 

¶ For many scenarios, the SINR models used for LTE evaluation can be reused. Modified 

SINR models are only required for some óextreme scenariosô (e.g. asynchronous 

transmission for MCC / V2X services). 

¶ For óextreme scenariosô we can use SINR values per subchannel provided by WP3 as 

input for the MIESM algorithm.  
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MIESM can be used without changes, as long as it can be shown that the interference 

captured in the SINR is approximately Gaussian distributed. The óproofô of the validity 

of the Gaussian assumption will be provided by WP3. Only if the Gaussian assumption 

cannot be made, MIESM would need to be revised by WP2. Otherwise, no further 

adaptations in the SL evaluation chain are required.   

 

4.3 System level simulation tools 

4.3.1 Tool provided by WINGS 

4.3.1.1 Main features 

The simulation tool provided by WINGS is a Discrete Event Simulation (DES) environment for 

the simulation of LTE/LTE-A heterogeneous networks. In the context of the project, the 

simulation tool will be extended with new features to support the new functionalities of 5G. The 

main modules supported are macro cells (NodeBs), pico cells and UEs nodes. Based on the DES 

approach, every module of the simulator has its own life cycle during the simulation execution 

time, thus creating realistic time-related events that affect the system. Such events are the basic 

LTE/LTE-A signaling events, mobility events, application layer events and also system level 

events that enable the collection of measurements and the control of auxiliary artifacts 

(graphics, controls etc.). 

The tool has the potential of simulating various scenarios under different assumptions/ 

conditions. Through the flexibility of available modules, it is possible to customize various 

parameters. The initial prototype of the simulator involves a series of input parameters that are 

used for various testing simulations and components. 

Table 4-1 provides an overview of the main features of the simulation tool. 

 

Table 4-1: Simulation tool main features 

 Main features 

General aspects 
Java-based, Discrete Event Simulation (DES) tool with graphical 
user interface (GUI) 

Scenarios 

Single Cell; Multi cell with mobility support; Dense Urban/ Urban/ 

Suburban/ Rural scenarios and small cells, hetnets; various numbers 

of users (UEs) static or moving 

Devices 3-sectorized base stations (eNB, HeNB); User Equipment 

APP models 
CBR; VBR; FTP (defining arrival rate, bytes transferred); Video 
(modeling YouTube traffic) 

RRC models Initialization of Radio Bearers; HO management; 

RLC models Queue management (1 queue for each bearer); 

MAC Base Station Model 
Management of connected users; Downlink and Uplink packet 

scheduling ïround robin, CQI collection, using mapping curves 
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MAC Mobile Terminal Model  Calculating actual SINR for all UEs in a global module  

PHY models 

Support of propagation models (including fast fading, shadowing, 

path loss and penetration loss phenomena based on the mapping 
curves); MIMO; SINR computation 

Main output/ results 

Throughput; Delay, Drop 

rate (RRC session time-out -measuring bytes), Energy consumption 

(W/km2, J/Mbit) 

 

In the following, a short analysis of the key aspects of the tool is provided. 

Application Layer modeling 

For the simulation of the LTE UE application layer, a Markov-chain based model is being 

assumed. Different applications have different state machines and each different state is 

translated to different actions and different bandwidth downstream/upstream requirements.  

Signaling modeling 

An important aspect of the simulator is the LTE/LTE-A signaling modeling. The respective 

3GPP standards have been followed in order to make an analytical estimation of the totally 

exchanged signaling bytes (via dedicated signaling channels). Signaling load is generated by the 

following procedures: 

¶ LTE attachment procedure 

¶ LTE removal procedure 

¶ LTE call initiation procedure 

¶ LTE call release procedure 

¶ Intra-LTE handover procedure 

During the simulation execution time, multiple LTE/LTE-A control messages are exchanged, 

which are being simulated by means of signaling events. In some cases these events are 

individual to one actual LTE procedure and in other cases, many procedures are being 

aggregated. Whichever the case, the peers of the signaling exchange procedure update their 

signaling byte registries with the signaling procedure's overhead based on our analysis of the 

3GPP signaling messages and procedures. 

LTE Link Layer throughput mechanism  

For the simulation of the LTE data transmission, we have implemented a light version of the 

actual OFDMA scheduler and resource allocation entity. During the simulation execution, each 

eNodeB is informed of its users' channel conditions (in terms of SNR) and generates a 

temporary channel quality indicator index (in the range of 0 to 13). This index points to a preset 

database of modulation (QPSK, 8PSK, 16QAM, 64QAM) and coding scheme (1/2, 2/3, 3/4, 

4/5) which will be used for the next data transmission. Then the scheduler is responsible for 

programming the transmission between the different requesting users for the duration of the 

next n frames (n is a configurable value, e.g. 100). Different scheduling strategies can be 

implemented as a way of improving different QoS aspects of the coverage area. After the 

scheduling procedure is finished, the generated bytes are being translated into complex symbols 

according to the designated modulation of the user. These symbols are then distributed to the 

reserved OFDM resource blocks and are considered forwarded to the medium (air).  

LTE operation and load calculation mechanism 

The load of LTE eNodeB (or Pico cell) is an important metric that requires special attention. 

Due to the fact that a great number of data calls can be served in a very fast manner (even in a 

time less than 10ms after the data call is established) instantaneous resource block occupancy is 

not an accurate load metric. Instead we are using a history-based load mechanism that gathers 
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the instantaneous load of a given number of operational epochs (e.g. epoch = 100ms, history 

size =100 epochs = 10 seconds) and generates an average. This way we generate more usable 

resource occupancy values that can be used for graphical plots and for feeding other modules. 

eNodeB energy consumption calculation 

The simulation tool calculates the power consumption of both eNodeBs and Pico cells based on 

a specified power model. The parameter of resource block occupancy is correlated to the 

eNodeB average load metric (mentioned previously) and therefore the average energy 

consumption estimation is being calculated. Regarding the power model, currently, the 

simulation tool uses a set of power profiles (both for macro and small cells) provided by the 

Greentouch project. The power model is based on power values in the two states of the cell: no 

load state and full load state. In detail, the used power values are described below: 

 

Power profiles Power values (W) 

Cell type no load full load 

Macro 473.3 880.3 

Pico 33.9 53.7 

 

Simulation tool GUI  

The simulation tool is equipped with a powerful Graphical User Interface (GUI), which 

provides the means for parameter configuration and management, measurement selection, real 

time monitoring of simulation scenario execution, on demand reconfiguration of parameter 

values during runtime and real time monitoring of selected measured parameters (using the Java 

JFreeChart library). 

In addition, the simulation tool provides the means for the statistical processing of the collected 

values, as well as, the capability of exporting selected measurements to csv files and Excel 

sheets. 

Measurements 

The following basic set of measurements can be collected: 

¶ eNodeB, LTE Pico cell load measurements 

¶ UE SNR/SINR measurements 

¶ SNR/SINR probability density function per cell 

¶ SNR/SINR cumulative distribution function 

¶ eNodeB, LTE Pico cell energy consumption 

¶ eNodeB, LTE Pico cell aggregate (total) throughput (uplink, downlink) 

¶ UE achieved throughput (uplink, downlink) 

 

4.3.1.2 Channel modelling 

The channel module of the simulator is modelling the physical layer input/output of the UE 

device and the physical layer input/output of the LTE/LTE-A eNodeB.  

The propagation loss is modelled in accordance with the 3GPP ([36.814], [36.942]) and ITU-R 

[M.2135] standards. The propagation model (in case of downlink direction) is illustrated in 

Figure 4-1 
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Figure 4-1: Propagation model (downlink direction) 

The following paragraphs describe the different parameters of channel modelling. 

Transmission Power 

The power level of Macro / Pico base stations can be configured through the simulator GUI. In 

practice,  there is a difference between the transmit power of the Pico cell (which is usually a 

NxN MIMO antenna with small components) and the macro cell (which is a three-sectorized, 

layer 2 split, site with a large set of additional equipment). For the link budget of the LTE 

transmission, the transmit power is inserted in the simulatorôs data structures to be used for 

accurate measurements. 

Directive Gain of the Antenna 

The simulation tool supports both directional and omni-directional eNodeBs. In detail, a 3-

sectorized, directive antenna/eNodeB model is supported. This means that given a preset half 

beam width and an angle vector, the directive gain can be measured using a specified gain 

formula. We have implemented a 3D antenna model which takes into consideration both the 

antenna tilt and the azimuth angle of the eNodeB (in case of macro cell) and also omni-directive 

antenna for the Pico cells. 

Path Loss Model 

The simulator supports a variety of simulation scenarios with different path loss models. In 

detail, the following set of path loss models are implemented: 

¶ Macro cell propagation model in case of Urban and Suburban areas based on [36.942] 

 80dB(f)log21(Dhb)log18(R)logDhb)104(140L 101010

3 +Ö+Ö-ÖÖÖ-Ö= -
 

 where: 

 R is the base station-UE separation in kilometres, f is the carrier frequency in MHz, Dhb 

is the base station antenna height in metres, measured from the average rooftop level 

 

¶ Macro cell propagation model for Rural areas based on [36.942] 

 L (R)=  69.55 +26.16log10(f)ï13.82log10(Hb)+[44.9-6.55log10(Hb)]log(R)  ï 4.78(Log10 

(f))2+18.33 log10 (f) -40.94  

where: 

R is the base station-UE separation in kilometres, f is the carrier frequency in MHz, Hb is 

the base station antenna height above ground in metres 

 

¶ Macro cell propagation model in case of Urban areas based on [M.2135] 

 

LoS PL = 22.0 log10(d) + 28.0 + 20 log10(fc) 

 

10 m < d < dǋBP
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dǋBP
  < d < 5 000 m 

hBS = 25 m, 

hUT = 1.5 m 

NLoS PL = 161.04 ï 7.1 log10 (W) + 7.5 log10 (h)  

ï (24.37 ï 3.7(h/hBS)2) log10 (hBS)  

+ (43.42 ï 3.1 log10 (hBS)) (log10 (d) - 3) +  

20 log10(fc) ï (3.2 (log10 (11.75 hUT))2 - 4.97) 

10 m < d < 5 000 m 

h = avg. building 

height 

W = street width 

hBS =  25 m, hUT  = 

1.5 m, 

W = 20 m, h = 20 m. 

 

 

where distance dǋBP
  = 4 hǋBS hǋUT fc/c, where fc is the centre frequency (Hz), c = 3.0 ³ 108 

m/s is the propagation velocity in free space, and hǋBS and hǋUT are the effective antenna 

heights at the BS and the UT, respectively. The effective antenna heights hǋBS and hǋUT  

are computed as follows: 

hǋBS = hBS ï 1.0 m, hǋUT = hUT ï 1.0 m 

 

¶ Pico cell propagation model in case of Urban areas based on the formula: 

 140+ 36.7*log 10 ( distance km) 

 

Channel Shadowing 

Shadowing is the effect of variable obstacles obscuring the line of sight between the LTE 

antenna and the UE device. In the simulation tool, the impact of shadowing is implemented as a 

random variable following the log normal distribution with mean value equal to the signal 

strength at a given point and variation of fixed value (defined through the simulator GUI). 

Shadowing however, is not a completely random variable in relation to the location and time. 

The main contributor for shadowing is buildings (especially in urban environments) which 

cause similar shadowing effects to different users occupying a relatively small area. Therefore, 

in order to model the aforementioned effects, we have implemented a semi-random, spatially 

correlated random variable, with correlation ratio of 50% of the value of the neighbouring areas. 

At the pre-initialization stage of the simulation, the simulatorôs playground is separated in 

square tiles, 50 meters per side. For each 50 meter tile, a random shadowing value is calculated 

to simulate the effect of the various buildings for the transmission. Neighbouring square tiles 

generate shadowing values according to the previous tiles therefore creating a coherent 

playground that resembles actual urban conditions. In addition, the estimated shadowing map is 

renewed during the simulation execution time, with a temporal granularity that can be 

configured from the simulator GUI (granularity can have values equal or greater than 100ms). A 

shadowing example is depicted in Figure 4-2. The alpha value of the colour (Blue) for every tile 

corresponds to higher or lower shadowing impact. 
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Figure 4-2: Shadowing impact on the playground 

Absorption 

Material absorption is another negative channel effect that reduces the received signal strength 

by a constant amount in relation to the type of simulation environment. Base on the type of 

environment, a constant value of absorption can be defined by the user using the simulator GUI. 

Coupling Loss 

Coupling Loss is a metric that summarizes the impact of all the previous channel effects for a 

radio transmission. Namely, it is the sum of the transmit antenna gain, the path loss of the 

signal, the shadowing and the wall absorption along with the gain from the receiverôs antenna (if 

any). LTE terminals in general use omni-directional antenna with limited to none directive gain. 

The formula used for the calculation of the coupling loss is: 

Coupling loss = Transmit Antenna Gain ï Loss (Path Loss) ï Loss (Absorption) ï 

Loss(Shadowing) + Receiver Gain (dB) 

 

4.3.1.3 Interference modeling 

Regarding interference modeling, in the simulation tool we assume that for the same network 

provider, only cells of the same technology interfere with each other. To estimate the amount of 

interference a user receives during a downlink transmission, the simulator determines the 

following parameters: 

¶ Identification of the cells in the user area that interfere with the active cell (are of the 

same technology) 

¶ The resource usage percentage (cell load) of each of the interfering cells 

¶ The coupling loss of the interfering cell 

The calculation of interference involves an explicit link budget for each interfering cell as it was 

described in the previous section of the document (transmit power, path loss, shadowing and 

absorption). The noise and interference power is the sum of received power from all interfering 

BSs (again summing over the MIMO antennas) and of the thermal and receiver noise power.  
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where S is the received signal power in mW, N is the thermal noise in mW and NF is the linear 

receiver noise factor. Interfering BSs are those that are transmitting data and not in sleep mode 

or standby mode. In the uplink direction, only the thermal noise and the linear receiver noise 

factor are taken into consideration. 

After the estimation of interference, the instantaneous SINR measurement of an active UE is 

estimated, which then is being mapped to a spectral efficiency value according to a look up 

table. This lookup table abstracts the physical layer implementation and describes the spectral 

efficiency (bps/Hz) to SINR (dB) mapping for a specific environment configuration (channel 

model, antenna configuration (e.g. MIMO 2x2)). For example, in case of a E-UTRA typical 

Urban fast fading channel model, with 1:2 antenna configurations, the spectral efficiency to 

SINR mapping is illustrated in based on [36.942]. 

 

Figure 4-3: Throughput vs SNR for Baseline E-UTRA Coexistence Studies [36.942] 

Values below the range of that lookup table are considered outage values and transmission 

cannot be achieved. Macro cells and Pico cells which use different subsets of the operatorôs 

acquired band, they donôt interfere with each other. In addition, we assume that Macro cells and 

Pico cells from different operators who coexist in the same playground donôt interfere with each 

other. 

 

4.3.1.4 Mobility modeling 

The tool simulates the hand-over procedures based on a configurable hand-over threshold. The 

following types of mobility models are supported: 

¶ Random Walk: according to this model each UE changes its speed and direction at 

each time interval. The default value of time interval is 1s, while these values can be 

configured from the simulator GUI. For every time interval, the direction is chosen 

from (0,2́ ], while speed follows a uniform or Gaussian distribution from [0, Vmax].  

¶ Linear Motion : each UE choose randomly a direction and moves along it, with a 

constant speed. UE continues to move in this direction even if it reaches the cell 

boundaries. 

¶ Random Direction: each UE choose randomly a direction and moves along it, with a 

constant speed, until it reaches the boundary of the cell. Then UE chooses another 

direction to travel and moves with the same speed until it reaches the boundary of the 

cell again. 
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In addition, regarding mobility modelling, a functionality is implemented which restricts UE 

motion in order to keep UE outside of the minimum distance boundaries of the serving cell. 

Therefore, at any time, the distance between UE and serving cell is greater than the minimum 

distance specified (configured) during the simulation scenario design. 

 

4.3.1.5 Application layer modeling 

In the simulation tool, each application is modeled as a Markov-chain model with specific state 

transition probabilities and set of actions assigned to each state. In this way, different 

applications types (e.g. ftp, video) are modeled as different state machines with different user-

defined parameters. During the simulation execution time, the application layer generates 

periodic events that simulate the "next hop" of the Markov chain followed by a set of actions, 

according to their current state. In this way, the behavior of applications can be captured as 

efficiently as possible given a provided set of adequate parameter distributions/values. Until 

now we have implemented 4 different application types, presented in Table 4-2. 

Table 4-2: Application models 

Application type Description 

VoIP Symmetrical traffic of 32kbps/channel. Frequency and duration are configurable parameters from 

the simulator GUI. 

HTTP Downlink traffic of a configurable size with minimal uplink. Frequency and file size can be 

configured through the simulator GUI. 

FTP FTP downlink/uplink traffic. Traffic profile can vary according to specific file size value and 

request inter-arrival time value or based on daily traffic distributions, configurable by the simulators 

GUI. 

VIDEO Downlink traffic. The application is modeling YouTube video traffic streams. 

  

 

4.3.2 Tool provided by POLIBA 

LTE-Sim is the tool provided by POLIBA for running system level simulations in the 

FANTASTIC-5G project.  

In summary, it encompasses several aspects of LTE and LTE-A networks and mainly focuses 

on the Evolved Universal Terrestrial Radio Access (E-UTRAN) interface. It supports single and 

heterogeneous multi-cell environments, QoS management, multi-user environments, user 

mobility, handover procedures, and frequency reuse techniques. Four kinds of network nodes 

are modeled: user equipment (UE), evolved Node B (eNB), Home eNB (HeNB), and Mobility 

Management Entity/Gateway (MME/GW). Four different traffic generators at the application 

layer have been implemented and the management of data radio bearer is supported. Well-

known scheduling strategies (such as Proportional Fair, Modified Largest Weighted Delay First, 

and Exponential Proportional Fair, Log and Exp rules), AMC scheme, Channel Quality 

Indicator feedback, different transmission modes, and models for physical layer have been 

developed. Finally, it implements a number of channel models compatible with 3GPP and IMT-

A specifications.  

The main features implemented in LTE-Sim are reported in [PGB11], [RVP+15], [CPG+13], 

[CPG+12]. The official and open source release can be freely downloaded from [LTE-Sim]. 
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4.3.2.1 Design criteria and code presentation 

In order to ensure modularity, polymorphism, flexibility, and high performance, LTE-Sim has 

been written in object-oriented C++, as an event-driven simulator.  

At the present, the software is approximately composed by 100 classes, 450 files, and 67,000 

lines of code. Moreover, supported platforms include Linux i386, Linux amd64, Mac OS X. A 

limited support for Windows is provided too. 

LTE-Sim integrates four main components that orchestrate the execution of the simulation. 

They are: Simulator, NetworkManager, FlowsManager, and FrameManager. For each of them, 

a dedicated class has been developed. When a simulation starts, only one object for each of the 

aforementioned components is created. Furthermore, to ensure that each of these classes will 

have only one instance during the simulation (with a global point of access) a singleton design 

pattern has been used. 

On top of these components a large number of classes are implemented for modelling different 

aspects of LTE and LTE-A technology. An overview is provided by Figure 4-4 and Figure 4-5. 

They show the Unified Modeling Language (UML) diagrams of the most important classes and 

highlight their most important methods and variables. In particular, the first diagram refers to 

the core of the simulator. The second one is related to the femtocell extension. 
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Figure 4-4: The LTE-Sim class diagram 
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Figure 4-5: Class diagram related to the femtocell extension 

 

With LTE-Sim, an LTE scenario can be created as a static function in a C++ header file. A 

reference to this function should be added into the main program. A simulation scenario is 

composed by several objects, modeling the main elements of an LTE system. Each of them can 

issue, if needed, a new event using a Simulator::Schedule() method, to enable a realistic 

interaction among nodes. The Calendar sorts events in a chronological order, according to their 

timestamps. Events scheduling is handled by the Simulator class. In details, at the beginning of 

each simulation, the Calendar is populated by only three events: (i) the start of the simulation, 

using the Simulator::Run() method; (ii) the start of the FrameManager, using the 

FrameManager::StartFrame() method; (iii) the end of the simulation, using the 

Simulator::Stop() method. Then, the calendar will be populated by other events generated by 

LTE system elements which constitute the simulated scenario, e.g., 

Application::CreatePacket(), and NetworkNode::SendPacketBurst(). 
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The actual implementation of the LTE frame structure is guaranteed by the FrameManager 

component. It is in charge of the correct scheduling of frames and sub-frames (i.e., TTIs) and of 

the synchronization of all the eNBs. 

 

4.3.2.2 Network layout and user mobility 

In LTE-Sim, both single-cell and multi-cell simulations can be run. The network topology is 

composed by a set of cells and network nodes (including eNBs, one or more MME/GW, and 

UEs), distributed among cells.  

Cells and network nodes are identified through a unique identifier and their position is defined 

in a Cartesian system.  

A cell represents a geometrical concept that identifies the coverage area of a given base station. 

Examples of single cell and multi cell scenarios implemented in LTE-Sim are depicted in Figure 

4-6 and Figure 4-7. The femtocell extension also enables the possibility to create indoor cells 

within apartment. To this end, a building structure has been implemented. It is composed by a 

number of apartments, each one delimiting the area of a given femtocell. In line with 3GPP 

specifications, two different types of buildings have been developed: Dual Stripe blocks and a 5 

× 5 apartment grid (see Figure 4-8). The former consists of two buildings composed of two rows 

with 10 apartments each. The latter, instead, is a building composed of 25 apartments located 

over a 5 × 5 grid. Each building is identified by a unique ID and its position is defined within a 

Cartesian system. In addition, LTE-Sim also offers the possibility to create complex scenarios 

composed by macro and femtocells and integrating complex agglomerations of buildings (see 

for example the picture reported in Figure 4-9). 

 

 

Figure 4-6: Single cell scenario implemented in LTE-Sim 

 














































































































































